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MEROMORPHICALLY UNIVALENT FUNCTIONS WITH DIFFERENTIAL OPERATOR

ABSTRACT

By making use of the principle of differential subordination, we investigate several subordination and convolution properties of certain
subclasses of meromorphic univalent functions which are defined here by means of a differential operator. We also indicate relevant
connections of the various results presented in this paper with those obtained in earlier works.
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1. Introduction and Definitions

Let 2, denote the class of functions of the form :
|- K
f(z)=—+> az" (MeN ={,23,..}), (1.1)
z k=m
which are analytic in the punctured unitdisc U"={z : ze C and 0< |Z| <1} , with a simple pole at the origin.
If f(z) and g(z) are analytic in U , we say that f(Z) is subordinate to g(Z), written symbolically as follows:
f<g inU or f(z2)<g(z) (zeU),

if there exists a Schwarz function W(Z), which (by definition) is analytic in U, with

w(0)=0 and |w(z)|<1 (zeU)

such that
f(2)=g(w(2)) (zeU).
If g(z) is univalent in U , we have the following equivalence relationship holds true: (cf., e.g., [5]; see also [6,p.4]):
f(2)<g(z2) (zeU)< f(0)=9g(0) and f(U)cg).

For functions f(z)€ X, givenby (1.1),and g(Z)€ X, defined by

g(Z)=l+ikak, (12)

Z km

we define the Hadamard product (or convolution) of f (Z) and g(Z) by

(f*9)(2) :=é+zw:akbkz" =(g* f)(2) (zel). (1.3)
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In a recent paper, Frasin [1] defined the following differential operator:

1 f(@)=1()

1L f(2)=(1-A) f(2)+ Azf ’(z)+%, A>0,

|jf(z):(1—ﬂ,)|;f(z)+/1z(|;f(z)'+%,

and for N=1,2,3,...

11 (2)= (1= )1 f(2)+ 2217 f(z))’+%

=%+i[l+ﬂ(k—1)]“akzk. (1.4)
k=m

Note that for A =m =1, we have the operator | " f (Z) introduced and studied by Frasin and Darus [2].

It easily verified from (1.4) that
n ' n+l1 n 22’
Az(1F(2)) = 17 F(2) - (1= )1 ' (2) - =2 (1.5)
z

Definition. For fixed parameters Aand B (-1 < B < A<1), we say thata function f(z)e X, isinthe class X, (4, A, B),

m?>

if it satisfies the following subordination condition:

1+ Az
1+ Bz

-22(1]f(2)' < (neN,; zeU). (1.6)

In view of the definition of differential subordination, (1.6) is equvialent to the following condition:

| Zaif@y L],
1Bz2(17f(2)) + A

(zel).
For convenience, we write
Tr(1-2a,-1)=ZX7 (1,2),
where X7 (1, @) denotes the class of functions in X satisfying the following inequality

R-2’(11f(2))>a (0<a<l;zel).
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In this paper, we derive several subordination and convolution properties for the function class 7 (4, A, B), which we have defined

here by means of the differential operator |; f. Relevant connections of the various results presented in this paper with those

obtained in earlier works are also pointed out.

2. Preliminary Lemmas
In proving our main results, we need each of the following lemmas.

Lemma 1 (Miller and Mocanu [5]; see also [6]).

Let the function h(Z) be analytic and convex (univalent) in U with h(0) =1. Suppose also that the function ¢(Z) given by

#(z)=1+c, 2™ +c, 2™ +.., @.1)
is analytic in U. If
0+ 2D h) R 207 %0:2U), 22)
then
Y g 4L_1
H)<w(@2)=—L—7 ™" jtm T ohtydt<h(z) (zeU),
m+1

0
and w(Z) is the best dominant of (2.2).
with a view to stating a well-known result (Lemma 2 below), we denote by P () the class of functions ¢(Z) given by
p(2)=1+bz+b,z* +......., (2.3)
which are analytic in U and satisfy the following inequality:
R(p(z2)) >y (0<y<1; zeU).
Lemma 2 (cf., e.g., Pashkouleva [7]). Let the function ¢(Z), given by (2.3), be in the class P(y) . Then

R(p(Z)}ZZy/—1+M (0<y<l;zel).

1+]z|
Lemma 3 (see [10]). For 0<y,,7, <1,

P(r)*P() < P(ys) (75 =1-2(1=y)(1~=7,)).

The result is the beast possible.
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For real or complex numbers @,0 and € (C¢ z, ={0,—1,-2,...}), the Gauss hypergeometric function is defined by

2
,F(a,b;c;2) :1+a—b.£+ a@+hbb+1) .Z—+
c I c(c+1) 2!

We note that the above series converges absolutely for Z €U and hence represents an analytic function in U (see, for details, [11,
chapter 14]).

Each of the identities (asserted by Lemma 4 below) is well-known (cf., e.g., [11, chapter 14]).

Lemma 4. For real or complex parameters &,0and C (C ¢ Z,),

1
j 7 (1-t) T 1 - zt) 2 dt
0

_TOICE=b) ¢ beoRe)>RO)>0: @4
r©)
JF(ab;cz)=(1-2)"F(ac— b;c;ﬁ); 2.5)
az

,F (a,b;c;2) = zFl(a,b—l;c;z)+? ,F (a+L,b;c+1;2); (2.6)

A

a+b+1 1 2
F(a,b————;—) = .
251 s My b

2 2 F(a+1jr(b+1j
2 2

3. The Main Subordination Theorems and The Associated Functional Inequalities

(2.7)

Unless otherwise mentioned, we shell assume throughout the sequel that
meN, —1<B<A<I, 1>0, and neN, =N U{0}.
Theorem 1.

Let the function f(Z) defined by (1.1) satisfy the following subordination condition:

=7t @Yo (11 @) 248 1+ Az
1-2468 1-245 1+Bz

(zelU).
Then
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—ZZ(IEf(Z))’<Q(Z)<1+Az(zeU), 3.1
1+ Bz

where the function Q(Z) given by

é+(l—é)(1+ BZ)_I2 F 11 1-240 +1; Bz ) (B=0)

Q(2) = B Ao(m+1) 1+Bz
N (1-240)AZ (B=0)
Ao(m—-1)+1
is the best dominant of (3.1). Furthermore,
R (1f(2) >p  (zeU), (32)
where
A A 1-240 B
Z+(1-90+B) U F (1,1 +1; B#0
| BTN RE T) (@20
- (1-240)A (B=0).

Ao(m—-1)+1
The inequality in (3.2) is the best possible.
Proof. Consider the function ¢(Z) defined by

¢(Z):—Zz(|2f(2))' (zeU). (3.3)

Then ¢(2) is of the form (2.1) and is analytic inU . Applying the identity (1.5) in (3.3) and differentiating the resulting equation with

respectto Z , we get

(-2 t@) + (1 (@) 248

1-246

1-240
Aorg'(z) 1+ Az
=9(2)+ < zel).
#2) 1-246 1+BZ( )
. 1-246
Now, by using Lemma 1 for y = , we deduce that
1-248 5 1-248
1-240
_22 1"f (7)) < 7)=— 7% 7 AS(M+1) tl&(m+l)
(1:1(2)) <Q(2) Aem+D) !)‘

(HAtJdt
1+ Bt
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Aca-Bassy ran=20 L1 By (ga
B B as(m+1) 1+ Bz
L (1-226)A7 B0,
A5(Mm—1)+1

by change of variables followed by the use of the identities (2.4), (2.5) and (2.6) (with b =1 and C=a+1 ).This prove the
assertion (3.1) of Theorem 1.

Next, in order to prove the assertion (3.2) of Theorem 1, it suffices to show that

inf{R(Q(2))} = Q(-D). (3.4)

Indeed, for |Z| <r<«l.

R[1+Azj21—Ar (|l <r<1)

1+ Bz 1-Br

Upon setting

1+ Asz
1+ Bsz

and

G(s,2)=

1-248
Dy
dv(s )—ﬂsﬂ‘“m*” ds(0<s<1),

Ao(M+1)

which is a positive measure on the closed interval [0,1], we get

Q@) = [ G(s,2)dv(s),

so that

RQ(2)=

0

1
1— Asr
( jdv(s)zQ(—r) (z|<r<1).
Letting I — 1 — in the above inequality, we obtain the assertion (3.2) of Theorem 1.
Finally, the estimate in (3.2) is the best possible as the function Q(Z) is the best dominant of (3.1).
Putting O =1 in Theorem 1, we get the following result
Corollary 1.

If f(z) € X, satisfies
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—zz{(lgf(z))'+,1z(|;f(z))"}< 1+ Az

zeU
1-24 vz <Y
then
(@) <Q@) < ot (2<U)
+
where the function Q(Z) is given by
A A 1-24 Bz
Z+(1-)1+B2) F (L1 +1; B#0
( B)( ) L F( Am+D) 1+Bz) ( )

Q(2)=
|, (1=2)AZ

A(m=1)+1 (B=0)
is the best dominant. Furthermore
RE-22(1}f(2))>p  (zeU),
where
o §+ (1 —%)(1 +B) L, R (LL; ,11(_m2+/11) +l; _BB) (B#0)
(- U20A (B=0)

A(m-1)+1

The result is the beast possible.

Remark.

The result (asserted by corollary 1 above) when M = (0 was also obtained by Patel and Sahoo[9] and Lashin 3].
For A=1-2y(0<y<1),B=-1,m=0and A =1

Corollary 1 yields the following result which obtained by Lashin [3]
Corollary 2.

If f(z)e€Z,, satisfies the following inequality
~2 B+ d")]>y  (0<y<l,zeU)

the Ref-22f(2)}>1+2(1—)(tn2-1)(z eU)

the result is best possible.
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Theorem 2.
If f(2)eXZ] (o) (0<a<l), then
_ 2 _ n ! n+l1 ' _
R Z {(l 5)(Iﬂ f(Z)) +5(|/1 f(Z)) +2Z§(1 a)} S (|Z| < Rl)’ (3.5)
1-246
where

1

25Am+D? As(m+1) |™
R =|,1+ = .
(1-225) 1-246

The result is the best possible.

Proof. We begin by writing
-22(17f @) =a+(1-a)u(z) (zeU). (3.6)

Then, clearly, U(Z) is of the form (2.1), is analytic in U , and has a positive real part in U . Making use of the identity (1.5) in (3.6)

and differentiating the resulting equation with respect to Z . we observe that

3 Z[A-6)(1] () +5(11" f(2))]+20(1-a)+a —u(2)+ AU’ (z) 3.7)
[1-246](1-a) 1-216 '
Now, by applying the following estimate [5]:
Zu' Z m+1
|2u'(2) < 2(m+Dr (2=r <),

R{u(z)}  1-r*™"

in (3.7), we get

of L Z1= )3T @) + 515" (@) +245(1~a) + &
[1-245](1- a)

2A5(m +Dr™ !
> R(u(z2))|1- ( ) . (3.8)
(1-210)1- p2(m+h
It is easily seen that the right- hand side of (3.8) is positive, provided that I' < R1 , where Rl is given as in Theorem 2. This proves

the assertion (3.5) of Theorem 2.

In order to show that the bound R, is the best possible, we consider the function f(Z) € Z,, defined by
Noting that
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—2[1-8)1 @) + 505" F(2)]+ 24501 - a) +
[1-225](1-a)

(=228 - 22™D) 4 2A5(m+ 1z

m +142 O

(1-248)1-2"*)

for
Z= R.exp( il j
m+1
we complete the proof of Theorem 2.
Theorem 3.
Let f(z)eZ; (4,A,B) and let
F (D@ =-L-[vimd  (r>0zeU). (3.9)
'
Then
—22(I7F, ()(2))' < 6(2) < A2 ey, (3.10)

1+ Bz

where the function @(Z) given by

A va-Barey Rt 121 (B#0)
0(2) = B AB m+1 " 1+Bz
1+ (B=0).
y+m+1
is the best dominant of (3.10). Furthermore,
RE22(IF(D@))> 7 (zeV), G.11)
where
A A ) y B
—+(1-9)1-B2)LF (1,1 +1 B%0
B ( B)( ) 2 Fi( - B—l) ( )
1-—— (B=0).

y+m+1

The result is the best possible

Proof. Setting
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#(2) =—2*(1]F:(1)())' (zeU),

we note that @(Z) is of the form (2.1) and is analytic in U. Using the following operator identity:

z(17F,(H)(@) = A} f (D) - (r+DIIF, (F)(2),

in (3.12), and differentiating the resulting equation with respect to Z, we fined that

2¢'(2) - 1+ Az
y 1+Bz

-2 (1;1(2)) =¢(2) +

(ze

(3.12)

(3.13)
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Now the remaining part of Theorem 3 follows by employing the techniques that we used in proving Theorem 1 above.

Theorem 4.

Let f(z) € £, . Suppose also that §(z) € X satisfies the following inequality:

R(zl}g(z))>0 (zel).
w—l <1 (meNy;zeU),
1;9(2)
then
Rl - 2121 | (7 <Ry),
17112
where

. CJM+2)+(m+1)> —(m+1)
o (M+2) '

Proof. Letting

W(Z)_ Il f(Z) 1 m+1 k m+2

= m+2

e
we note that W(Z) is analytic in U , with
w(0)=0 and|w(2)|<|z|"" (zeV).
Then, by applying the familiar Schwarz Lemma, we get

w(z) =2""y(2),

where the function /(Z) is analyticin U and

www.experimentjournal.com

(3.14)

742



ISSN 2319-2119

REVIEW ARTICLE
H. E. Darwish et al, The Experiment, 2013, July, Vol.12. (1), 733-747

EXPERIMENT

INTERNATION AL JOURNAL OF SCIENCE AND TECHNOLOGY

w(2)|<1  (zeU).
Therefore, (3.14) leads us to

1"f(2)=1]9(0)1+z2™'w(z)) (zeU). (3.15)

Making use of logarithmic differentiation in (3.15), we obtain

2(17f @) _2(179()" | 2™ [(m+ Dy (2)+2y/'(2)]

1 (3.16)
") 120 1+ 2"y (2)

Setting #(2) = zl ; g(Z), we see that the function ¢(2) is of the form (2.1), is analytic
inU ,

R(#(2)>0  (zeU),
and

20500 _ 2@

179 ¢4(D)
so that we fined from (3.16) that
n ! ' m+1 '
R(_ 2(111(@) J21_|Z¢ @|_|"mrw@ @)l -
111 s | 1+"we

Now, by using the following known estimates [8] (see also [4]):

$'@)| _ 2m+Drr
|¢(Z)|_ 1 — p2m

and

(m+ Dy (2)+2y'@)| _ (Mm+1)
‘ 1+Zm+ll//(2) ‘_l_rm+l

(z|=r<1)

in (3.18), we obtain

R(_ z(1; f (Z))'] L1=2(mADr ! —(m 2)ri

l=r<l)),

which is certainly positive, provided that I' < Ro , Ro being given as in Theorem 4.
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Theorem 5.

Let —1<B; <A; <1 (j=1,2). If eachof the functions f;(z) € X, satisfies the following subordination condition:

(1—5)2I2fj(z)+§zI2”fj(z)_ 216 1+ Az

< j=1,2;zeU), (3.18
1-246 1-245 1+B;z (J V). Gy
then
_ n n+1 —
(-9 iH@)+621 " H(2) 225 1+ ZU)Z(ZEU) (3.19)
1-248 1-246 1-z
where
H(z)=1;(f, = f,)(2)
and

n —1- 4(A| — Bl)(AZ — Bz)|:1_l ZFI(LI;L_I;l)}
(1-B,)(1-B,) 2 A5 2

The result is the best possible when B, =B, =—1.

Proof. Suppose that each of the functions f;(z) € X, (j=1,2) satisfies the condition (3.18). Then, by letting

A-ouf(+al"f,(2) 245 _
(2) = - =1,2), 3.20
?;(2) BT, {—2i5 (J ) (3:20)

we have

1- A, _
@i (2)ep(y;) S j=L2|

By making use of the operator identity (1.5) in (3.20), we observe that
" f (z)—[l—zjz‘ﬁ'ﬁjt‘l‘” o (Odt  (j=12)
A A8 ) ) T

which, in view of the definition of H (Z) given already with (3.19), yields

|;H(z)=(%—2]zl‘fﬁ jt* @, ()t (3.21)
0

where, for convenience,

744
www.experimentjournal.com



ISSN 2319-2119

REVIEW ARTICLE
H. E. Darwish et al, The Experiment, 2013, July, Vol.12. (1), 733-747

EXPERIMENT
INTERNATION AL JOURNAL OF $CIENCE AND TECHNOLOGY
1=z "H@2)+ &I " H(z) 245
®,(2) = -
1-240 1-240
= [L - 2) 7' jt & (¢, * @,)(H)dt. (3.22)
28 )

Since @,(Z) € p(y,) and ¢,(Z) € p(y,), it follows from Lemma 3 that

(@ *9,)(2) € p(73) (r; =1=20=7)A=7,)) (323)

Now, by using (3.23) in (3.22) and then appealing to Lemma 2 and Lemma 4,we get

1 0o
Rip, ()} =| —==2|[u""Ri(py * 02} (u)du.
0
1
> L juﬁ*’ 27/3—1+—2(1 73) |4y
s )y 1+uz]
1
S P ju“_3(2y3—l+M}du
25 )i

+Uu
1
(1 - Bl )(1_ Bz) AS 0

| MA=B)(A - Bz){l__ 2F1[L1{L_1];1ﬂ
(1-B,)(1-B,) 5 )2

=n (zelU).

1

_ 1_4(A1 -B,))(A, - Bz)[l—( _ZJJ-UQN (1+u)—1dUJ
1
2

when B1 EB, H1, we consider the functions f i(2)eZ, (]=1,2), which satisfy the hypothesis (3.18) of Theorem 5 and

n 1 1_%2 ﬁ” 1+Ajt .
1@ =| -2 ‘It — dt(j =1,2).
0

Thus it follows from (3.22) and Lemma 4 that

are defined by
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1

$,(2) = (%—%!UM}(I—(H A)1+A)+ s ?3(:: A2)Jdu

- L
=1-(1+A)A+A)+(1+A)1+A)1-2) 2F1(1,1,w 1,Z_J
S1-(1+ Ai)(1+A2)+%(1+ A)(1+A2)2F1(1,1;%—1;%j asz — 1,

which evidently completes the proof of Theorem 5.

Theorem 6.

If f(z)eZ,, satisfies the following subordination condition:

(-8 f(@+al]"f(z) 248 I+ Az

1-225 1—215 “Tepz 29
then
Rl £(2))"")> " (@eN;zeU),
where p is given as in Theorem 1. The result is the best possible
Proof. Defining the function ¢(z) by
#2)=12;f(z) (feX, ;zeU), (3.24)

we see that the function @(Z) is of the form (2.1) and is analytic in U. Using the identity (1.5) in (3.24) and differentiating the

resulting equation with respect to Z , we find that

(-8 f(@+al"f(z) 248 _¢(Z)+/152¢’(z)<1+Az
1-246 1-246 1-216 1+Bz

(zeU).

Now, by following the lines of proof of Theorem 1, and using the elementary inequality:
RW"")>(R(w)"*  (R(w))>0;qeN),

we arrive at the result asserted by Theorem 6.
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